UT, Knoxville Stochastics Preliminary Exam August 16, 2024

Name:
Problem: 1 2 3 4 5] 6 7 8 9 Total
Points: 10 10 12 16 14 16 12 14 16 120
Score:
1. (10 points) Let {A,},>1 be a sequence of independent events such that for all n, P(A4,) < 1.

Prove that the followings are equivalent

(d') ]P)(Uu.}_"l A”-) =1L
(b) P(A, 1.0.) =1

(10 points) Let X <Y < Z be real random variables such that X and Z are integrable.
Show that Y is integrable.

(12 points) Let {X,, },,>1 be 1.i.d. symmetric Bernoulli random variables. Determine the distribu-
tion of Y given by

- X'u
Y _Zl Bt

sin 2ov ]

[Hint: You may use the identity cosa = §5==

(16 points) Let X,, be i.i.d. Weibull distributed random variables with density f(z) = 322 exp(—a?)
for # > 0 and f(x). Prove that

l. Xfl 1
imsup ———— =1 a.s.
e (logn)t/3

Deduce that
max{X,..., X,}

—1 a.s. asn — oo.
(logn)t/3

. (14 points) Let {X,,},>1 be random variables with distribution functions {F, },>1. respectively.

- d . . . . . .
Suppose that X,, = X as n — oo, where X is a random variable having continuous distribution
function F(zr) = P(X < z), z € R. Prove that

sup |F,(z) — F(z)| =0 asn — oo.

zeR
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6. (16 points) Let X,,,n > 1, be independent random variables such that for each n, X, has the

9.

uniform distribution on (0,n), n > 1. Determine a, such that

X4+ X2

— 1 in probability as n — oc.
n

[Hint: Notice that X, are not equally distributed but Y;, := n~1X,, are ii.d.(why?), and conversely,

N ; n(n+1)(2n+1
X, = nY,. You may also need > ;' | k% = %]

(12 points) Let X,Y € L?(Q2, F,P) be such that for some sub-o-algebra G of F

E(X|G)=Y and E(X%|G)=Y? as.
Prove that X =Y a.s.
(14 points) Let {F, }n>0 be a filtration.
For each n > 0 choose A € F,, and define

Tn =+ 1)1 4 +nl e

Prove that 7, is a bounded stopping time.
(16 points) Let {X,,},,>¢ be a stochastic process adapted to a filtration {F, },,>¢ such that for any

bounded stopping time 7

E(X;) = E(Xp).

Prove that {X,,. 7}, },>0 is a martingale.

[Hint: Substitute 7,, for 7 in the above equality of expectations.]



Probability Prelim, 2023
1. (10 points). Let {X,} be a sequence of independent random variables such that
for each n > 1, X,, is exponentially distributed with the density
fo(z) =Xpe™ % >0
where A, > 0.

Prove that with probability 1,
lim inf X,

n—oo

is either 0 or oo, and find the condition (in terms of {\,}) for each case.

2. (10 points). Let {X, Xy }r>1 be an i.i.d. sequence. Prove that

lim sup

a.s.
n—oco 108N

if and only if

Eexp{X} < o0
for some 6 > 0.

3. (10 points). Let {X, X} }x>1 be an i.i.d. sequence with EX? < co. Prove that

R 1
nlggoﬁgkxk = 5EX a.s.

4. (10 points). Given two random variables X and Y such that F|X| < oo, E|Y| < 00
and

EX1a=EYl, VAco(X,Y)
Prove that X =Y a.s.
5. (10 points). Let 0 < p < 1. Construct a probability model to prove that
[np] n 1
li k 1— n—k _ =
Jm > ()t =g
k=0
where [np)] is the integer part of np.

6. (10 points). Given a random variable X with EX? < oo and two sub o-algebras
Gy C Ga, prove that

B(Var(X|g) > B(Var(X|62) )

1



7. (10 points). Let {Xj} be a sequence of random variables (not necessarily indepen-
dent) such that EX? < oo (k=1,2,---). Assume that

lim_ Z EX, = oo
k=1
and

Tim Zn: Cov(Xj,Xk)/<éEXk>2 —0

J,k=1

Prove that

n

Zxk/iEXk Pl = o)
k=1 k=1

8. (20 points). Let {X, Xx}r>1 be an ii.d. sequence with the common distribution
P{X =-1} =P{X =1} =1/2. Set

So=0 and S, =X7+---+X,, n=12,---
(1) Prove that for any 6 > 0,
M,, = (cosh @) " exp{0S,} n=0,1,---
is a martingale under the filtration {F, }»>0 given as

Fo={0,Q} and F,=0{S1,---,S.} n=12,---

Here we recall that coshz = eer;im .

(2). Define 7 = min{n > 1; S,, = 2023} in the covention that 7 = oo if S,, # 2023
for all n > 1. Prove that for any 6 > 0,

E(cosh0)™ "1 ;<00 = exp{—20230}
and derive that 7 < oo a.s.

9. (10 points). Let {X, Xj}r>1 be an i.i.d. sequence with EX = 0 and EX? < oo
and set
So=0 and S, =X74+---+X, n=12---

Let 7 be a stopping time with respect to the filtration {F,},>0 given as
Fo={¢,Q} and F,=0{5, -, 5.} n=12--
such that E'7 < co. Prove that

E max S7 <4ET-EX?
1<k<t
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Name:

1. (10 points; 5 points cach) Let (€2, F, P) be a probability space and A; € F, Ay € F, .. ..
Show the following incqualities:

(i) For any n = 2,

P(U A) =) P(A) — )L P(Ain A))

l<i<j=n

(ii) For any n = 3,

P(UAk)giP(Ak)— Y PAinA)+ D P(AinAjn Ay

l<i<j=n lsi<j<k=n

2. (10 points) Let X, Xs,... be iid random variables such that P(X; = 1) = % and

2
P(X, = 2) = ;. Show that

3. (10 points) Prove that

4. (10 points) Suppose that {X}, &k = 1} are random variables such that

1 . 4

K2

T
.5,
Prove that , Xj = +00 as n — .
k=1

n

(10 points) Let {X,,},=1 be a sequence of i.i.d. random variables with
P(X,=1)=P(X,=-1)=1/2.

What can be concluded about the probability

a0
X n 2
P Z — converges !
n

n=1

PLEASE CONTINUE ON NEXT PAGE

1/2
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6.

(10 points) Let XY € L! be two random variables, and {Fn}new an increasing sequence
of o-algebras. Suppose

E[I4X] = E[1,Y]
holds for any A e ] F,. Prove that then

nelN
E[I12X] = E[14Y]

also holds for all Ae F, = o(|J Fn)-

nelN

(10 points) Let X, Y, and Z be three integrable (but not squarc-integrable) random
variables. Suppose we have

E[X|Y] = Z, E[Y|Z] = X, and E[Z|X] =Y.

Show that X =Y = Z as.

(10 points) In a Bernoulli trial of gambling games, the probability that the gambler wins
in a given game is 0 < p < 1. Each time he loses, he loses one dollar. The rewarded moncey
for his winning games form an i.i.d. sequence of positive random variables with common
expectation equal to 0.8 dollar. For cach n € N, let W), be the gambler’s total winning
(we count the loss as negative winning) after his n-th win. Find the almost sure limit

- WIL
lim )

n—oo 7]

(10 points) Let (€2, F, P) be a probability space. Let Y € L', and {F,,},en be a filtration.
Set
X, :=E|Y|F.,], nelN.

Let 7 be a stopping time such that 7 < o0 a.s.

(i) Show that {(X,,,F,)}.en 1S a martingale.
(ii) Prove Doob’s optional sampling theorem, that is, {(X,, F,), (Y, F)} is a martingale.

(iii) Show that for any stopping time 7 with 7 < w0 a.s.,

2/2
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Name:

1.

2.

(10 points) Prove the following generalization of subadditivity: For any events A; < B;,
i € IN, in a probability space (€2, F, P),

P({B) - P(|Ja) <Y (P(B) -~ P(4) .

ielN ielN iclN

(10 points) Show that if X, X,... are i.i.d., non-degenerate (i.c. X is not cqual to a
constant a.s.) random variables, then

P(X,, converges) =0 .

Hint: Use Kolmogorov’s zero-one law and Borel-Cantelli lemma.

3. (10 points) Prove the following statement: If there exists an € > 0 such that P(A,) = ¢

4.

for infinitcly many n € IN; then we have P(A,, i.0.) = e.

(10 points) Let { X, },.ew be a sequence of independent random variables such that E[X,,| =
0 for all n € IN,

(v 8] (v 8]
3 E[|Xn|']l{|Xn| > 1}] <wand ) E[X,gn{|Xn| < 1}] <w.
n=1 n=1
) [+ 4]
Show that ), X,, converges almost surely.
n=1

. (10 points) Let X, X, X5, ... be ii.d. random variables with the common distribution

function F', such that
sup{zre R: F(z) <1} = +w0 ,

and let
7(t) = min{n : X, > t}, >0,

that is, 7(f) is the index of the first X-variable that exceeds the level ¢. Show that
pr(t) 5 Exp(l) ast— o

where p, = P(X > t).

PLEASE CONTINUE ON NEXT PAGE

1/2
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6. (10 points)

(i)

(i)

Let X and Y be two independent standard normal random variables. Use the method
of characteristic function to show that

and X, =

arc independent standard normal random variables.

Let X be a standard normal random variable and let the random variable £ be
independent of X and have the distribution P(§ = —1) = P(§ = 1) = 1/2. Set
Y = &£X. Prove that X and Y are uncorrelated but dependent standard normal
random variables.

7. (10 points) Suppose that Y is a random variable with finite variance and that G is a

sub-o-algebra of F. Recall that Var(Y|G) = E[(Y — E[Y|G])?|G]. Prove that

Var(Y) = E[Var(Y|G)] + Var(E[Y|G]) .

8. (10 points) Let X, Y, and Z be three squarc-integrable random variables. Suppose we

have

E[X|Y] = Z, E[Y|Z] = X, and E[Z|X] =Y.

Show that X =Y = Z as.

9. (10 points) Let Y)Y}, Y5, ... be iid. random variables with the common distribution
P(Y =—-1)=P(Y =1) = 1. Set

So=0 and S,=Y+...4Y,, n=12....

Prove that the sequence

X, =8 —6nS?+3n*+2n, n=0,1,2,...

is a martingale with respect to the natural filtration

E]:{Q?Q} and fn:o'{}/l?'-'ﬂ}/;l}ﬂ n:]‘?z"" )

10. (10 points) Let X, Xy, Xs, ... be random variables with X,, — X in L'. Show that for
any increasing o-algebras F,,,

E[anfn—l - E[X|f'x,—| in L-l as n — 00 .

2/2
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1. (12points). Let {A,,} be a sequence of events. Show that

P ( lim inf An) < liminf P(A,,)

n—+0o0 n—oo

and
P ( lim sup An) > limsup P(A,,)

n— oo n—oo

2. (14points). Let {X,, },>1 be a sequence of random variables with the distributions

1

P{X, =0} =1~ o

and P{X, =+2"} =

1
2? 7?212,

(a). Prove that the sequence almost surely converges and find the limit.

(b). Does X, converge in L7 (To reccive credit, you have to prove your conclusion).

3. (12 points). Let {X, X, },,>1 be an 1.i.d. sequence of random variables and assume
that there is a A > 0 such that

Eexp {9){} - {

: Xn
lim sup
n—ooo lOgn

finite VO < A

oo VO > )\

Prove that

= \! a.s.

4. (12 points). Let {X,,},>1 be a sequence of i.i.d. random variables with uniform
distribution on [0, 1]. Prove that the limit

lim (X, X, --- X,)Y/"

n—+0o0

exists almost surely and compute its value. (Hint: find En(X3))).

5. (10 points). Use the central limit theorem to prove that

o0 k

lim e " Z n_ L
nooo k! 2
k=n+1

6. (14 points). (a). Let {Xn}nZI be a sequence of non-negative random variables
such that X,, > X, for any n > 1. Assume that X, L0, Prove that X, 590



(b) Prove that for a monotonic (non-decrcasing or non-increasing) random sequence
P . . a.s,
X,, X, — X ifand only if X,, — X

7. (12 points). Let X and Y be independent, identically distributed random variables

with finite mean. Prove that
X+Y

2

8. (14 points). Let {X,, },>1 be aniid. sequence of standard normal random variables
and sct

EIX|X +Y] =

Sﬂ:[] Fllld LSY?L:X]_—'—"'—’_XH ?’?,:1,2,---.
(a). Prove that

ﬂfn:(zxp{sﬂ—g} n=0,12,---

is a martingale in connection to the filtration
Fo ={Q, 0} and fﬂ:J{Xl,---,Xn} n=12---
(b). Prove that for any integer n > 1,

onp{ 1%15%;(28k — k)} < 4e"



Probability Prelim August 13, 2021
1. (12 pts) Let the integer n > 2 and A;,---, A, be events in a probability space in
(Q,F,P).
(a). Show that

n n n

<Y P(4;) =) P(ANA).

=1 i=1 =2

e,
Fo
-
=
~—
VAN

(b). Deduce the following improvement on the sub-additivity

n

P( U AZ-> <3 P(A) — max > P(AcN A).
=1 =1 - T ik

2. (10 pts) Let {X, X,,}»>1 be an i.i.d. sequence of non-negative random variables
with the common distribution function F'x (x) satisfying

lim
z—0t T

for some A > 0. Prove that the sequence

n mn Xy n=12---
1<k<n

converges in distribution and identify the limiting distribution.

3. (11 pts) Let {X,,},,>1 be an independent sequence of integer-valued random vari-
ables. Prove that the series -
> X
n=1

converges almost surely if and only if
Y P{X, # 0} < .
n=1

4. (10 pts) Let {X,}n>1 be an ii.d. sequence of standard normal random variables
and set .
n
anexp{;Xk—§} n=12---.

(a). Prove that Z,, converges almost surely and identify the limit.

(b) Does Z,, converge in L17 (To receive the credit, you have to prove your conclusion).

1



5. (12 pts) (a). Let X and Y be two independent standard normal random variables.
Use the method of characteristic function to show that

X+Y X-Y
i and Xo = ——
V2

V2
are independent standard normal random variables.

X =

(b) Let X be a standard normal random variable and let the random variable £ be
independent of X and have the distribution P{{ = —1} = P{{ =1} =1/2. Set Y = {X.
Prove that X and Y are uncorrelated but dependent standard normal random variables.

6. (10 pts)Let { X% }x>1 be a sequence of i.i.d. positive random variables with EX; = p
and 02 = Var(X;) < co. Set

Prove that

VS, — /il 5 N(0,0%/(4p))  (n— o).

7. (10 pts) Let X and Y be random variables defined on a common probability space
(2, A, P) and let G C A be a sub-o-field. Show that if E[Y|G] = X and E[X?] = E[Y?] <
0o, then X =Y a.s.

8. (10 pts) Let X, be a non-negative martingale. Prove that for any stopping time 7
with 7 < oo a.s., and any integer k£ > 1,

EX,,, = EX..

9. (15 pts) Let {X, X, },>1 be an iid. sequence with the common distribution
P{X =-1}=P{X =1} = 3. Set
So=0 and S, =X74+---4+X,, n=12---.
and let a,b > 0 be integers. Set
71 =min{n >1; S, =—a} and 7o =min{n >1; S, =b}.

(). Prove that E(m A 1) < 0.

(ii). Compute P{m < 72} and P{r > m}.
(iii). Compute E(my A T2).

(

Hint for (i), (ii), (iii): Wald’s equations).
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Name:

1. (10 points) Prove the following generalization of subadditivity: For any events B; C A; in a
probability space (2, F,P)

B(UA) ~ B B) < 3 (B(A) — ()

provided ), P(4;) < oo.

2. (14 points) Recall that || X||, = (E|X|?)'/? is the LP-norm of a random variable X, p € [1,00),
and || X||cc = inf{c > 0: P(|X| < ¢) =1} is the L*>-norm of X. Show that
(a) the function [1,00) 3 p — ||.X||, is nondecreasing;
(b) Timy o0 [ X[p = ([ X |oo-

3. (16 points) Let X,, be i.i.d. exponential random variables with mean 1. Prove that

max{X1,...,X,}
Inn

Xn
o =1 a.s.]

—1 a.s. asn — oo.

[Hint: First show that limsup,,_, .

4. (14 points) Let X,,, n > 1 be random variables and let S, = X1 + --- 4+ X,,. Show that {n='S,}
is uniformly integrable under each of the following two conditions
(a) X,, are uncorrelated and have the same mean and the same variance for every n;
(b) X, are i.i.d. with finite expectation.

5. (14 points) Given a bounded and continuous function f(z) on [0, c0), prove that

> k
lim e™ ™ Zf(ﬁ) (n]j) =f(z) Vx>0
k=0 ’

n—o00 n

6. (14 points) Let {X,} be an i.i.d. sequence such that P{X; = e 1} = P{X; = e} = 1/2.

Prove that the random sequence
n 1/v/n
<HXk> n=1,2---
k=1

converges in distribution and determine the limit distribution.

7. (12 points) Let 7 be stopping times with respect to filtration {F,,}. Show that a random variable
Y is Fr-measurable if and only if Y1{7 = n} is F,-measurable for each n.

8. (12 points) If {X,} is a martingale and it is bounded either from above or below by a constant
K, then {X,} is bounded in L.

9. (14 points) Let X and Y be integrable random variables with E(Y|X) = X and E(X|Y) =Y.
Prove that X =Y a.s.
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Name:

1. (12 points) Let A, be the square {(z,y) : |z| <1, |y| < 1} pinned at (0,0) and rotated through
the angle 2mnf. Give geometric descriptions of limsup,, A, and liminf,, A, when

(a) 6 =1/8;

(b) 6 is irrational. [Hint: 27nf reduced modulo 27 are dense in [0, 27] if € is irrational.]

2. (12 points) (i) Let A, be events such that P(A4,) — 0 and Y 2 | P(AS N Apy1) < 0o. Show that
P(A,, i.0.) = 0.
(ii) Find an example of a sequence A, to which the result in (i) can be applied but the Borel-
Cantelli lemma cannot.

3. (12 points) Let {X,} be independent random variables. Show that P(sup,, X,, < co) = 1 if and
only if 3¢ < oo such that Y P(X, > ¢) < co.

14 points) Let X,, > 0 be independent random variables. Show that the following are equivalent:
i) Yoo Xn <ocas. (i) Y02 {P(Xn > 1) + E[X,1)x,<1)]} < oo,

(

(

5. (12 points) Let S, = > | X;, where X; are i.i.d. with X; > 0, EX; = 1, and Var(X;) = 02 €
(0,00). Show that

VS —/n 4 N(0,0%/4) asn — occ.

6. (14 points) For given n > 1, let X1,..., X,, be independent uniform on [—n,n] random variables.

Put
sgn(X
Y, =
>

where 8 > 1/2 is a constant. Show that Y, converges in distribution as n — oo to a random
variable with characteristic function ¢(t) = exp(—c|t|*/?), where ¢ is a positive constant.

7. (12 points) Let o and 7 be stopping times with respect to filtration {F,}. Show that
(i) o A7 :=min{o, 7} is a stopping time and Forr = F5 N Fr;
(ii) For any integrable random variable Y’

E{E[Y|F‘r]|fo}:E{E[Y|‘Fa]‘fT}:E[Y|‘FJ/\T]'

8. (10 points) Let &,&1,&,--- be random variables with &, — ¢ in L!'. Show for any increasing
o-algebras F,, that E[¢, | F,] — E[¢| Fao] in LY, as n — oo.

9. (12 points) Let X, and Y,, be nonnegative integrable random variables adapted to increasing o-
algebras F,,. Suppose E[X, 11| Fp] < X, + Y, with E[} ", Y,] < co. Prove that X,, converges a.s.
to a finite limit.

[Hint: Verify that W, = X,, — Y77 ¥; is a supermartingale.]



Stochastics Preliminary Exam

Friday, January 4, 2019
9:00-13:00

This exam has 2 pages and 9 questions.

Unless otherwise mentioned, the events, sub o-algebras, and random vari-
ables specified in each question are defined on the same probability space
(@, £,P).

Question 1. Let {X,}.>1 be a sequence of i.i.d. random variables with distribution
p. For A € #(R) with u(A) € (0,1), define

T =inf{k > 1; X} € A}.
(1) Prove that P(T < c0) = 1.
(2) Prove that X, has distribution given by
p(H N A)

P(X, € H) = , HeBR).
(x- e ) =Es ®)
Question 2. For every n > 1, let X,, denote the maximum of n independent expo-
nentially distributed random variables e,, e,,- - , e,, each with mean 1.

(1) Find the explicit form of P(X,, < z) for all z € R.

(2) Use (1) to show that

Xn—lnn&G,

n—00

where G has a distribution function given by P(G < z)=e*", z € R.

Question 3. Let {X,}.>1 be an arbitrary sequence of random variables. Show that
the series 3 .7 | a, X, converges absolutely a.s. for some constants a,’s.

Question 4. Use an appropriate random variable to construct A,’s such that

P (lim sup A,,) =1 & ) P(A,)=co.

n—roo n=1
Question 5. Let {X,}n>1 be a sequence of independent random variables such that
Y, =a, Z;;l X; converges in probability to a random variable Y., for some constants
a, — 0. Show that Y, is almost surely equal to a constant.

1



7%. 3~ 370
T Jan ao/l/g

Question 6. Given any A € (0, 00), consider a random variable X, taking values in

Z+ with
e—)\ )\k
P(Xy = k) = ——

(1) Show that E[eiX] = eM<’~D) for all § € R.
(2) Show that E[X,] = A and Var(X,) = A.
(3) Use (1) and (2) to show that

. N2 NN 1
I}l_r’rgoe (1+N+7+ -+ N‘)=§'

Question 7. Let {X,}n>1 be a sequence of independent random variables such that
E[X,]=0foralln >1,

ZE[Ianllux,.m}] <oo and ZE[X:n{lxnISI}] <oo
n=1 n=1
Prove that 372 | X, converges a.s.
Question 8. Let {X,}.>0 be a nonnegative (£,)-martingale and set
T =inf{n > 0; X,, = 0}.
Show that, for every k£ > 0, X;1x =0 a.s. on {1 < 00}.

Question 9. Let {X,}.>; be a sequence of i.i.d. random variables with E|.X;|P < oo
for some p € (0, 00). Define

X,
Yn = nl—;ﬂ{lxn|snl/p}, Vn > 1.

Show that for all « € (p, 00),

ZE[IY °] < —(E[IX1 1+ 1).

. n=1

Hint: Define E; = {(j — 1)'/? < | X;| < 7'/?} and show that

St <3 (- o) [ 0P 4 0

n=1 j=1

End of questions



Stochastics Preliminary Exam

Friday, August 17, 2018
9:00-13:00

This exam has 2 pages and 9 questions.

Unless otherwise mentioned, the events, sub ¢-algebras, and random vari-
ables specified in each question are defined on the same probability space
(Q, Z,P).

Question 1. Show that for any sequence of random variables {X,}, there exists
a sequence of strictly positive constants {a,} such that a,X, converges to zero in
probability.

Question 2. Let {X,} be a sequence of independent Gaussian random variables
with E[X,] = 0 for all n. Find the probability of the following event:

lim sup {XnXn41 > 0}.

n—00

Question 3. Let {A,} be a sequence of events such that lim,_,., P(A,) exists. Prove
that the following two properties of {A,} are equivalent:

(1)
lim P(A, NE) = lim P(A,)-P(F), VEe€Z£.
n—o00 n—ro0
(2)
lim [ XdP= lim P(A,)- / XdP, VX € Ly(P).
n—00 An n—>o0 Q
Question 4. Let X;, X,,--- be a sequence of i.i.d. nonnegative random variables

such that for some py € (0, c0),
E[X?] < oo, Vp€ (0,p)] & E[XT] =00, Vp € (pp,0).
Prove that, for p ranging over (0, cc0), we have

Xn [ =00 as. Vpe (p,o0);
niflp

lim sup <oo as. VYpée(0,p)-

n—ro0

Question 5. Utilize series of the form ), 1/n” to construct independent, nonnega-
tive random variables X, such that ) X, converges a.s. but Y, E[X,] diverges.



7%— L ~Fro
,0»(?, 20/

Question 6. Let &, denote the set of probability measures y on (R, Z(R)) and
define a subset &, of &, by

971={M€ L)

/:z:p,(d.z')=0 & /a:zu(da:)=1}.
R R
Define a map T': 99, — %, by

7u(®) = [ [ 1r ("'—E’) wdoyu(dy), T € BR)

(1) Give a probabilistic interpretation to Tu by explaining how it can be identi-
fied as the distribution of a function of suitable random variables identically
distributed as p.

(2) Show that T, C £,.

(3) Prove by the central limit theorem that the following fixed point equation admits
a unique solution:
p="1Tp=lim Ty
n—r00
and the unique solution is given by N(0,1).
Question 7. Let {X,} be an (#,)-martingale such that

sup | Xi(w)| < K &  sup |Xp(w) — Xaa(w)| < K
we .

neN, we
for some finite constant K.
(1) Prove that X, is integrable for any (%,)-stopping time 7 with E[r] < co.
(2) Use (1) to show that E[X,] = E[X]] for all stopping times with the same
property.

Question 8. Let {Y,} be a sequence of i.i.d. random variables such that Y,, takes
values in {1/2,1,3/2} with probability 1/3 each. Define X, = [].., ¥;. Prove the
following properties:

(1) {X.} is a martingale.

(2) limp o X = 0 a.s. and then explain why E[[]2, ¥] < [I2, E[Yi].

Question 9. Let X > 0 be a random variable with distribution function F(t) such
that F(t) < 1 for all £ € R and, for some 7 € (1, 00),

. 1=F(nt) _
tl_l}l'g) 1-F(t) =0

Show that E[X™] < oo for any m € (0, 00).

End of questions
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. (12 points) Answer the following questions:

a. Let {X,}n>1 be independent A(0, 1) random variables. Show that lim sup =+v2as.
(Hint: 1 — &(z) ~ z71¢(z), where &(z) = [* \/l— e~**/2dz, and ¢(z) the correspondmg
density.)

b. Show that

.oy [0 i ZP(X1>an) <00
P(Xn > a i.0. )—{ 1, if Y P(X1 > an) =00

. (10 points) Let X and Y be independent variables following the exponential distribution with
parameters A and u respectively. Let U = min{X,Y}, V = maz{X,Y},and W =U - V.
Show that U and W are independent.

. (12 points) Let X3, X>,..., X, be independent standard normal random variables. Find the
distribution of the following random variables:

(a) X%

(b) i, X7
. (12 points) Answer the following questions:

a. State (with details) one theorem which establishes the continuity of the expectation, E.

b. Let X, be a sequence of random variables satisfying X, < Ya.s. for some Y with E|Y| <
co. Show that
E(limsup X,,) > limsupEX,,.

n—o0 n—oo

c. Let fo(z) = M for x > 1. Showtha’cf1 fa(z)dz — 1 as n — oo.

. (10 points) Let X;,X2, -, X, be ii.d. whose common characteristic function ¢ satisfies
¢'(0) = ip. Show that - Y7, X; 5 1 asn— oc.

. (10 points) Let {X;};>1 be i.i.d. N(1,3) random variables. Show that

lim X1+ Xo+--+ X, _l
n—)ooX12+Xg+...+X7% T4

a.s.

. (12 points) If 71 and 72 are stopping times with respect to filtration F, show that 7 +
T9, max{7, 72} and min{m, 7>} are stopping times also.

. (12 points) Let Y, be a submartingale and let S and T be stopping times satisfying 0 < § <
T < N for some deterministic N. Show that E(Yp) < E(Ys) < E(Yr) < E(Yw).

. (10 points) Let {X,,r > 1} be independent Poisson variables with respective parameters
{Ar,7 = 1}. Show that > 72, X, converges or diverges almost surely according as Y oo, Ar
converges or diverges.

End of exam.
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. (10 points) If X3, Xs,...,X, a sequence of independent identically distributed random vari-

ables with pdf f, find the probability density function of the order statistics, X(;) = min(X1, Xo,...

and X5y = maz (X1, X2, .. , Xn), respectively.

. (10 points) Let X,,r > 1 be independent, non-negative and identically distributed with infinite

; X,
mean. Show that limsup,_,,, 5* = o0 a.s.

. (10 points) Answer the following questions:

(a) Let X3, X2,...,Xn be independent exponential variables with parameter A. Show that
that S, = > i, X; has the Gamma(n, ) distribution.

(b) If X,Y are two independent random variables distributed according to Gamma(m, A) and
Gamma(n, A), respectively, then compute the distribution of X + Y.

. (10 points) Let X3, X>,... be independent N(0,1) variables. Find the characteristic functions
of the following random variables:

(@) X3¢

(b) iy X7
. (10 points) Provide a (counter)example to each of the following claim.

(a) There exist sequences of random variables which converge a.s. but not in mean.
(b) There exist sequences of random variables which converge in mean but not a.s.

(c) If a sequence converges in probability then it does not necessarily converge in mean.
(d) If r > s > 1, and a sequence converges in L?, then it does not necessarily converge in L".
. (10 points) Let X7, Xs,... be a sequence of independent non-negative random variables and

let N(t) = max{n : }\-; X; < t}. Show that N(t) + 1 is a stopping time with respect to a
suitable filtration to be specified.

. (10 points) Let X7, X2, ... be independent identically distributed random variables with com-
mon density function f. Suppose that it is known that f(-) is either p(-) or ¢(-), where p, q are
given (different) densities. The statistical problem is to decide which of the two is the true.
For this we consider the likelihood ratio

_ P(X1)p(X3)...0(Xn)
" a(X1)q(X2)..q(Xn)’

and we adopt the strategy that f = pif Y, > a or f = q otherwise. Let F, = o(X1, X2, ..., Xn)
the filtration generated by X, X»,...,X,. Is the likelihood ratio, Y,, a martingale? If, yes,
under what constraint?

. (10 points) Let X,,,Y;, some random variables. Answer the following questions:

(a) Suppose that X, converges in distribution to X and ¥;, in probability to some constant c.
Show that the product X,Y;, converges in distribution to ¢X

(b) Suppose that X,, converges in distribution to 0 and Y;, in probability to Y. Let g: R2 - R
be such that g(x,y) is a continuous function of y for all z, and g(z,y) is continues at z = 0
for all y. Show that g(X,,Ys) converges in probability to g(0,Y).

Continued...

7Xn)1
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n be independent and identically distributed with mean x and
Son_, Xr. Show that

r=1
E::l (Xf - [“)

(X, - X

r=1

9. (10 points) Let X1

<r
finite variance o2. Let X =

<
1
n

converges in distribution to N(0,1).

10. (10 points) Let X3, X3, ... be independent identically distributed random variables with

1  with probability -
Xn=14{0  with probability 1 — 1
—1 with probability 5

Let Y, = X; and for n > 2
. Xn ifYp1=0
Yo= .
nYn—ll-an if Yn-1#0
Show that
(a) Y, is a martingale with respect to J, = o(¥1,Ya,...,Yy)
(b) Y, does not converge almost surely. Does it converge in any way?
(c) The martingale convergence theorem does not apply.

End of exam.
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Instructions:

e There are a total of nine (9) problems. An answer without an explanation may
receive no credit.

e Throughout the exam, (£, F,P) is a fixed probability space and given random
variables are assumed to be defined on this probability space and take values in R.
The expression 1,4 denotes the indicator function of a set A.

(10 points) Let X be arandom variable and let o(X) denote the o-algebra generated
by X. Show that a map Y : @ — R is o(X)-measurable if and only if there exists
a Borel measurable function f : R — R such that Y = f(X).

(12 points) Let X and Y be independent Poisson random variables with respective
parameters A and p.

(a) Show that X + Y has a Poisson distribution with parameter A + p.

(b) According to Problem 1, the conditional expectation E[X|X +Y] can be written
as a function of X + Y; i.e. there exists f : R — R such that

EX|X+Y]=f(X+Y).
Specify the function f.

(10 points) Let (X, ).>1 be a sequence of random variables and X be a random
variable. Show that X,, — X in probability as n — oo if and only if

lim E[|X, - X[ A1] =0,

where a A b := min{a, b}.

(10 points) Let (X,)n>1 be a sequence of i.i.d. random variables with P(X, = 1) =
P(X, = —1) = 1/2. What can be concluded about the probability

oo Xn
p (Zl . converges) ?

(10 points) Let X be an integrable random variable. Let A be the family of all
sub-o-algebras of F. Let Y; := E[X|G] for G € A. Show that the family (Yg)gea is
uniformly integrable.



6.

(10 points) Using the central limit theorem, prove that

n
. n . a —a2
lim (£3m—> =e"%/8,
n—co a \/7'—1

where a is a nonzero real constant.

Hint: Consider an i.i.d. sequence of uniform random variables on [—1, 1].

(14 points) Let (X,)n>1 be a sequence of i.i.d. random variables with common
density function f(z) = e 19 )(x), z € R. For a fixed 6 < 1, let

Y, = (1 — §)"ePSn
for n > 1, where S, = Y ;_; X

(a) Show that there exists Y., € L! such that Y, — Y a.s.

(b) Suppose further that 8 # 0. Find the a.s. limit of the sequence (2 logY,), and
deduce that Y, = 0 a.s.

(10 points) Let (X,),>1 be a sequence of random variables. Let f : R — R be
a nonnegative Borel measurable function such that f(z) — oo as |z|] = oo and
sup,s; E[f(Xn)] < co. Show that (X,,) is tight.

(14 points) Let (Ap)n>1 be events in F satisfying the following two conditions:
2ke=1 P(A; N Ax)

o liminf — 5
nme ( =1 P(AJ))
¢ > P(A,) =co.
n=1

(a) Show that

n—o0

liminf P (

D 14— ) P(AY)| > %Z P(Ak)) =0.
k=1 k=1 k=1

(b) Show that there is a subsequence {n,,}%>_, of N such that with probability 1,

N Nm
Z 14, = % Z P(A;) for sufficiently large m.
k=1 k=1

Hint: Consider the sequence ¢, := P(Z 14 < % Z P(Ak)>.
k=1 k=1

(c) Show that P(limsup,,_,., An) = 1.

— END OF EXAM —
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Instructions:

e There are a total of eight (8) problems. An answer without an explanation may
receive no credit.

e Throughout the exam, (2, F,P) is a fixed probability space and given random
variables are assumed to be defined on this probability space and take values in R.
The expression 14 denotes the indicator function of a set A.

(16 points)

(a) Suppose that X is an integrable random variable and {A,}.>1 is a sequence
of events in F such that P(A,) — 0 as n — oo. Show that E[X14,] — 0 as
n — 00.

(b) Suppose that {X,},>1 is a sequence of random variables such that X, — X in
probability for some random variable X. Suppose further that there exists a
random variable Y € L? for some p > 1 such that |X,| <Y as. foralln > 1.
Prove that X, — X in L?.

(12 points) Let {X,}.>1 be a sequence of i.i.d. random variables with common
density f(z) = xe"“zﬂl(om) (z), z € R. Show that

lim sup =1 as.

Xn
noo V2logn

(14 points)

(a) Show that a random variable X is symmetric (i.e. X =¢ —X) if and only if its
characteristic function is real-valued.

(b) Show that if X and Y are i.i.d. random variables, then X —Y is symmetric.



(10 points) Let ¢(t), t € R, be the characteristic function of a random variable X.
Show that if ¢(¢) = 1 in a neighborhood of 0, then X = 0 a.s.

Hint: Show that 1 — Re[p(2t)] < 4(1 — Re[p(2)]) for ¢t € R.

(10 points) Let {X,},>1 be a sequence of i.i.d. random variables with common mean
p and variance o2 € (0,00). Use Slutsky’s theorem to show that

Va(e5/® — e#) = gety,

where S, =3, _; Xi and x ~ N(0,1).

(10 points) Show that if {X,}n>1 is a sequence of random variables such that
Sup,>; E[|X,|?] < oo for some p > 0, then {X,},>1 is tight.

(10 points) For a filtration (F,).50 on the probability space (22, F, P), let (Mp)n>0
be an (F,)-submartingale and let (H,),>1 be an (F,)-predictable process such that

each H, is nonnegative and bounded. Show that the stochastic process (Yz)n>0
defined by

}’0(&)) = 07 Yn(w) = in(w)(Mk(w) - Mk—l(w))a n 2 1, we 97

k=1

is an (F,)-submartingale.

(18 points) Let {X,}n>0 be a sequence of i.i.d. nonnegative random variables such
that E[Xo] =1 and P(Xo=1) < 1. Let Y, := [I}_y X for n > 0.

(a) Show that Y;, = Y a.s., where Y, is a finite random variable.
(b) For fixed €, > 0 and n > 0, show that

P(|Yoi1 = Ya| > €6) 2 P(|Ya] > €)P(|1Xo — 1] > 6).

(c) Show that Y, =0 a.s.

— END OF EXAM —
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Prelim Exam PROBABILITY : January 5, 2015

Name:

1. (14 points) (a) Let A, be events in a probability space (2, F,P). Show that
IP(linrr_1>i£f Ap) < lim inf P(An) < li;ll)s;p P(A,) < P(liﬂsolgp Ay).
(b) Let X, bei.i.d. random variables such that P(X, = 1) = p, P(X,, = 0) = 1-p, with p € (0, 1).

Let s be any m-long sequence of zeros and ones and let A, = {w : (Xn(w), ..., Xntm(w)) = s}.
Show that A := {4, i.0.} is a tail event for {X,,} and determine P(A).

2. (10 points) Let X, be random variables such that for some a, € R

o0 o0
ZIP(X,, #a,) <oo and Zan converges.

n=1 n=1

Show that ) X, converges a.s.

3. (10 points) Let X be a random variable.

(a) X is independent of itself (i.e., X and X are independent) if and only if there is a constant ¢
such that P(X = ¢) = 1. [Hint: Consider the distribution function of X.]

(b) X is independent of g(X) for some measurable function g : R — R if and only if there is a
constant c such that P(g(X)=c¢) =1.

4. (12 points) Let {X,} be i.i.d. Normal(0,1) random variables. Show that

. | X x| )
Pl =v2)=1.
( P logn

[Hint: You may use [°e™*"/2du ~ 1e=="/2 as & — o0.]

5. (12 points) Let X, be random variables defined on the same probability space (2, F,P) such that
Xn = X. Suppose that P(X > b) = § > 0. Show that P(X, > b i.0.) > 4. [Hint: You may use
Problem 1 (a).]

6. (10 points) Let X; be i.i.d. random variables with the common distribution function F. Define
forz e R

Yi(e) = 1{x;<a)
and
1 n
Fa@) = =" Y%(a).
i=1

Show that V z € R,
() |

nll)ngo Fo(z) =F(z) a.s.
and
(i)

Vn(Fy(z) - F(z)) = 2
where Z is normal with mean zero and variance o0%(z) = F(z)(1 — F(z)).



Prelim Exam PROBABILITY January 5, 2015

7. (10 points) Let {X,} be i.i.d. random variables with 4 = E(X;) and 02 = Var(X;) < c0. Put
Xn =n"!3", X;. Let h be a measurable function that is differentiable at u and h'(u) # 0.
Show that

Vo~ (W(Xn) — h(p) = K ()2 asn — oo,

where Z is a standard normal random variable. [Hint: Consider W as n — 00|

8. (10 points) Let (2, F, P) be a probability space and G a sub-o-algebra of F. Let X be an inte-
grable random variable such that F(X |G) < X a.s. Show that X = E(X |G) a.s.

9. (12 points) A martingale {X,} is bounded in L? if sup,, EX? < co. Show that a martingale {X,}
is bounded in L? if and only if EX? < oo for each n and

iIE{(X,H_l — Xn)?} < o0
n=1



Prelim Exam PROBABILITY August 15, 2014

Name:

1. (10 points) Show the following extension of subadditivity: for any events B; C A;

lP’( Q Ai) - IP( L:J1 Bi) < i (]P(Ai) - P(Bi))

=1
where n < oc.
2. (12 points) For any n € N, let {X,x : 1 < k < n} be i.i.d. random variables such that
0 < Xnx < C (same constant C for all n and k), and let S, = Y} 7_; Xpx. Show that if
fn :=ES, — oo, then S, LA (that is, VM >0 P(S, > M) — 1).
(Hint: Since u, — 00, it is enough to show that (S, € (&, §2@)) —1.)

3. (12 points) Let {X,} bei.i.d. random variables having a Weibull distribution with density f(z) =
3z2 exp(—z®) for > 0 and f(z) = 0 otherwise. Show that

X
P { limsu 2 =1)=1.
( n—)oop \a/logn

4. (14 points) Let {X;} be iid. random variables and let N be a Poisson()) random variable
independent of {X;}. Let S, =3 _, X; and consider Sx.
(a) Find the characteristic function of Sy.
(b) Find ESy and Var(Sy).
(c) Let {¢;} be i.i.d. random variables independent of {X;} and N such that P(¢; = 1) = p,
P(e; = 0) =1 — p. Show that Sy := Z;V=1 ¢;X; and SY; = Z;.V:l(l — €;)X; are independent.

5. (10 points) Let X, be independent random variables such that X, R x.
(a) Show that there is a constant ¢ such that P(X =c¢) = 1.
(b) If X, are iid and not equal to a constant, then no such X exists.

6. (10 points) Let X; be ii.d. and S, = )", _; Xj;. Show that if % — 0 a.s., then E|X| < oo and
also EX; = 0.

7. (12 points) (a) Suppose X and Y are i.i.d. N(0,1). Show %‘5 Lxiy.
(b) Conversely: Suppose X and Y are i.i.d. with mean zero and variance 1, and suppose further

that X+Y
d o d
=X=Y.
V2

Show that both X and Y have a N(0, 1) distribution. (Use the Central Limit Theorem.)

8. (10 points) Let A; C Az be sub-o-algebras of F. Show that for any random variable X € L?
E((X - E(X|42))%) < E((X - E(X]41))%).
Discuss extremal cases of this inequality: A; = {0,Q} and A = F.

9. (10 points) Let {X,} be a martingale such that Y, = % € L'. Show that EY; = 1 and, if

Y, € L2, then Cov(Y;, Yas1) = 0. "
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-~J

. Let A,,r > 1 be events such that P(4,) =1 for each r. Show that P(N2;4,) = 1.

Consider two random variables X, and Z; whose distributions change with time ¢{. One
may observe Z, but not X, and the conditional distribution Z;|X; = z; ~ p(Z;|z:) is
well-defined, where z; is the state of X; at time ¢. Denote ¢+ = {0, - ,%:} the whole
history of states where the random variable X visited from time 0 to time £. Furthermore,
consider that the transition density p(X;|Xo.t-1 = Tot-1) = P(Xe|Xi—1 = 24-1) is known.
(a) Employing Bayes theorem calculate the posterior distribution p(X;|Zo. = 20:2)-
(b) If Z|X; = 7 ~ N(z4,1) and X3 X;—1 = z4—1 ~ N(z;-1,1) then give a closed form
of the posterior distribution p(X;|Zo.: = 20.)-

(2) Consider a sequence of random variables {X,} which converge to some limit X.
Decfine the a.s., in probability, in distribution and in L” convergence and state
(without any proof) any relationship among these types of convergence.

(b) Suppose X 2 X. Show that Var(X,) — Var(X) as n — co.
(a) Let {X,}n>1 be independent and identically distributed (i.i.d.) where X; ~ Ezp(1).

Show that limsup,,_, lffT'; =1 as.
(b) Let {Xn}n>1 beii.d., non-negative with infinite mean. Show that limsup,, ., %= =
00 a.8.

Let Y, be a submartingale and let S and T be stopping times satisfying0 < S<T <N
for some deterministic N. Show that E(Yp) < E(Ys) < E(Yr) < E(Yw).

. Let Y be a submartingale, v a convex non-decreasing function mapping R to R. Show

that {u(Y,) : n > 0} is a submartinagle provided that Eu(Y;)* < oo for all n.

(a) Let X3, Xa,- -+, X, be independent random variables with characteristic functions
$1, 02, -+, ¢n. Match the following characteristic functions (dots) with the random
variables (numbers). Place your selection in the brackets.

o [T, du(®): [ ]

o |ga(®)*: [ ]

o Y pid;(t), where p; >0and Y1 p;=1: [ ]

e 2-¢1(t)7 [ ]

o [Ci(ut)edu: | ]

1. "N X;, where N is a random variable with P(N = j) = pjfor1 < j<n,
independent of X, X5,--- , X,

> im1 Xi

X1 — X, where X3, X are i.i.d.

Y X,, where Y is independent of X; and follows Exp(1).

Zj“il Z;, where Z,Z,,--- are independent and distributed as X; and M is
independent of the Z; with P(M = m) = 54+, for m > 0

(b) Is the function ¢(t) = (1 + ¢*)~! a characteristic function?

SR W

End of exam.
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10.

Suppose (2, F,P) is a probability space and B € F satisfies P(B) > 0. Let Q : F — [0, 1]
be defined by Q(A) = P(A|B). Show that (2, F,Q) is a probability space. If C € F
and Q(C) > 0, show that Q(A|C) = P(A|BC).

There are 10 coins in a bag. Five of them are normal coins (one head and one tail), one
coin has two heads and four coins have two tails. You pull one coin out, look at one of
its sides and see that it is a tail. What is the probability that it is a normal coin?

Let X be a nonnegative random variable following a distribution F. Show that EX =
(1= F(z))dz.
Suppose that the real-valued random variables £, n are independent, that £ has a bounded
density p(z) (for z € R, with respect to Lebesgue measure), and that 7 is integer valued.
i. Prove that { = £ + n has a density.
ii. Calculate the density of ¢ in the case where £ ~ Uniform[0,1] and n ~ Poisson(1).

Let X;, Xs, - - - beindependent random variables with zero means and S, = X1+ - -+X,,.
Let M, = max)<k<n | Skl-

i. Show that E(S21a,) > *P(Ax), where Ay = {My_; < c < M} and ¢ > 0.
ii. Deduce Kolmogorov’s inequality: IP(M,, > c) < ESC-ZSQ, c>0.

Let X;,t > 0 be random variables defined on a probability space (2, F,P). Assum-
ing that E|Xi|* = E|X|*> < oo for all ¢, prove that P(lim;0 X; = X) = 1 implies
lim; o E| X, — X|* = 0, i.e. under the above assumptions, almost sure convergence
implies convergence in mean square.

Let {X,} be a sequence of independent random variables which converges in probability
to the limit X. Show that X is almost surely constant.

Let X, be independent and identically distributed random variables with P(X, = 1) = 1
and P(X, = —1) = 1. Show that if S, = i1 X; then

i 15, 250
i £S5 =30
Let X1, X5, - - be independent identically distributed random variables such that EX, =

0 and |X,| < 1 a.s. Define S, = } ;_, Xi. Find a number c such that S? — cn is a
martingale and justify the martingale property.

Let (Y, F) be a martingale and suppose that there exists a sequence K, K>, - -- of real
numbers such that P(|Y, — Yo—3| < K,) = 1 for all n. Show that P(|Y,, — Y| >

1

z) < 2exp (—ﬁ%), x > 0. (Hint: Consider a random variable D with 0 mean and

P(|D| £ 1) = 1. Use the inequality e¥* < 3(1 — d)e™ + 1(1 +d)e?, if |[d| < 1, ¥ > 0 to
bound E(e¥P). Furthermore, find a pertinent D based on the hypothesis of the problem.)

End of exam.



Prelim Exam for Stochastics
January 4, 2013

Name
ID number

1. (11 points) Let X be a random variable with EX = 0 and finite variance
2
o?.
a) For any t, show that
2 2
B < T
X2+82 = o2 +12

b) Use last inequality to prove that for ¢ > 0,

2 — o2
P(X<t)> ——7Hr.
X<tz t2+ o2
2. (12 points) A biased coin is tossed repeatedly. Each time there is a
probability p of a head turning up. Let p, be the probability that an even
number of heads has occurred after n tosses. Show that py = 1 and

Pn=Dp+ (1 - 2p)pn—1 ifn>1.

Solve this difference equation.

3. (12 points) A telephone sales company attempts repeatedly to sell new
kitchens to each of the N families in a village. Family 7 agrees to buy a new
kitchen after it has been solicited K times, where the K; are i.i.d. random
variables with probability mass function

f(n) =P(K; =n), n=12---.

Let X, be the number of kitchens sold at the nth round of solicitations, so
that

N
Xo=)Y lgn
=1
Suppose that N is a Poisson random variable (independent of K;’s) with
parameter v.



a) Show that the X, are independent random variables, X, having the
Poisson distribution with parameter vf(r). (Hint: Use characteristic func-
tion).

b) Let
T=inf{n: X,=0}and S=X;+Xo+ -+ Xr.
Show that
E(S) = vEF(T),
where .
F(k)=2_ ()
j=1

4. (12 points) Let X,, n = 1,2,--- be i.i.d. random variable with common
probability density function f(z) =e™®, z > 0. Show that

. Xn
lim sup =1, a.s.
n—oo lOgN

Hint: Prove that

P (lim sup A,I,“) =1and P (lim sup A}f") =0,

A§={ Xn > c}.
logn

5. (10 points) Let f be an increasing function on interval [a,b]. Use proba-
bility method to show that

where

b b
/a 22 f(z)dz > (a+b) / f(z)dz.

6. (12 points) a) Let X be a Poisson random measure with parameter ).
Prove that %ﬁ converges in distribution. Identify the limiting distribution.
b) Prove that

n-1 k 1 if0<t<]l,
o (M) )1
At = it=1,

k=1 0 ift>1.



(Hint: Use part a).)
7. (11 points) For any nonnegative random variable X, prove that

EX <) P(X>n)<EX+]1.
n=0

8. (10 points) Let X and Y be two integrable random variables. Prove that
for any bounded Borel function f,

E((X - f(Y))) 2 E((X - E(X|V))?).

9. (10 points) Let {X,,: n=10,1,2,---} be a sequence of random variables.
Define
fn = U(X1$X27' aXn)

Suppose that for any bounded stopping times ¢ < 7, we have
EX, <EX,, a.s.

Prove that (X,, F,) is a submartingale.



Probability Prelim
August 8, 2011

1. Let {X,}r>1 be an independent sequence of random variables such that
P{X,=0}=1-n"? and P{X,=nP}=n"? n=12,- -,

where p > 0.

(a). Determine the values of p that make the limit of {X,}r>1 exist almost surely,
and find the strong limit lim,_,cc X, when it exists.

(b) Directly exam “true or false” for the statements
E( lim Xa) = lim EX, and E(liminfX,) < liminf EX,
n—oo n—oo n—>0 n—co
whenever the problem is well-posted.

2. Let h(z) be a bounded, strictly increasing and continuous function on [0, co) such
that h(0) = 0. Prove that for any random variables X, and X, X, = X if and only if

lim Eh(| X, — X|) = 0.
n—oo

3. Let {Xi}x>1 be an ii.d. sequence and let {{,}.>1 be a sequence of Poisson
random variables with E{, = n (n = 1,2,---). Assume independence between {Xj}x>1

and {ﬁn}nZl-

(a). Compute the characteristic function of the variable
&n
Zn=)_ X
k=1

(More precisely, represent the characteristic function of Z,, in terms of the characteristic
function of X;).

(b). Assume that EX; = 0 and EX? = 1. Prove that the random sequence Z,//n
converges in distribution and identify the limiting distribution.

4. Let ¢(z) be an non-negative and convex function. Let X and Y be two independent
random variables with EX = 1. Prove that

Ep(Y) < Ep(XY).

5. Let X € £%(9, A, P) and let G C A be a sub o-algebra. Assume that X < E[X|G].
Prove that X = E[X|G] a.s.



6. Let (X,Y) be a 2-dimensional Gaussian random variable.
(a). Prove that there are constants a and b such that
E[Y|X]=aX+b

and determine a and b as much as you can. Hint: You may start by solving and justfying
the equation

{ Cov(Y — (aX +b), X) =0
EY =aEX +b.
(b). Prove that the conditional variance defined as
2
Var(Y|X) = E{(Y — E[Y|X)) |X}
is equal to a constant almost surely.
7. Let {Xx}x>1 be an independent sequence such that EXy = 0 and
o0
Y EXE < oo

k=1
Prove that the random series

converges almost surely.
8. Let {Xy}x>1 be an i.i.d. sequence with the common distribution
P{X,=-1}= P{X; =1} = %
The sequence

Sa=) Xe n=12-
k=1

is called simple random walk in literature.
(a). For each integer a > 1, define the stopping time T, as
T, =inf{k > 1; |Sk|=a}
Prove that T, and ST, are independent.

(b). Prove that for any real number 6, the sequence {M,},>0 defined as
My=1 and M, = (coshe)_n exp{6S,} n=1,2-

is a martingale.
(c). Prove that

E ( cosh 0) e = (cosh a0)



Name:

1.

Probability Prelim August 13, 2010

(10 points) Let X,Y, Z be real random variables such that X<Y<Zand X,Z € L.
Prove that Y € L.

(10 points) Show that if random variables X and —X have the same distributions, then
the characteristic function of X is real valued.

(15 points) Let (Xy)n>1 be a sequence of i.i.d. random variables such that X, has density

~z2/2
e z >0,
fl@)= { .

z<0.

Prove that
lim sup Xn _ _ 1 as
n—o00 \/2logn e

. (14 points) Let X, be a Poisson random variable with parameter A\, > 0, n = 1,2,....

Prove that

(a) the sequence (X,)n>1 converges in distribution if and only if (A,)s>1 converges.

(b) Deduce from (a) that if X, B X then X is either a Poisson random variable or
X =0as.

(12 points) Let S, = Z%+--- + Z2, where (Z,),>1 is a sequence of i.i.d. standard normal
random variables.

(a) Show that v/S, — i 3 Y, where Y is NORMAL(0, 1/2).
(b) Deduce from (a) that P(S, < ) ~ ®(v/2z — v/2n) for every > 0 when n is large.

(12 points) Let S, = X; + -+ - + X, be the partial sum of i.i.d. random variables (Xj)
with EX; = 0 and EX}? < 0o. Prove that

(a) S2 is a submartingale with respect to F, = o(X3,...,Xq), n = 1,2,....

(b) for any a > 1/2,
1 P
povs lrélf,sxnwkl - 0.





