




Probability Prelim, 2023

1. (10 points). Let {Xn} be a sequence of independent random variables such that
for each n ≥ 1, Xn is exponentially distributed with the density

fn(x) = λne
−λnx x > 0

where λn > 0.

Prove that with probability 1,
lim inf
n→∞

Xn

is either 0 or ∞, and find the condition (in terms of {λn}) for each case.

2. (10 points). Let {X,Xk}k≥1 be an i.i.d. sequence. Prove that

lim sup
n→∞

Xn

log n
<∞ a.s.

if and only if
E exp{θX} <∞

for some θ > 0.

3. (10 points). Let {X,Xk}k≥1 be an i.i.d. sequence with EX2 <∞. Prove that

lim
n→∞

1

n2

n∑
k=1

kXk =
1

2
EX a.s.

4. (10 points). Given two random variables X and Y such that E|X| <∞, E|Y | <∞
and

EX1A = EY 1A ∀A ∈ σ(X,Y )

Prove that X = Y a.s.

5. (10 points). Let 0 < p < 1. Construct a probability model to prove that

lim
n→∞

[np]∑
k=0

(
n

k

)
pk(1− p)n−k =

1

2

where [np] is the integer part of np.

6. (10 points). Given a random variable X with EX2 < ∞ and two sub σ-algebras
G1 ⊂ G2, prove that

E
(
V ar(X|G1)

)
≥ E

(
V ar(X|G2)

)
1



7. (10 points). Let {Xk} be a sequence of random variables (not necessarily indepen-
dent) such that EX2

k <∞ (k = 1, 2, · · ·). Assume that

lim
n→∞

n∑
k=1

EXk =∞

and

lim
n→∞

n∑
j,k=1

Cov(Xj , Xk)
/( n∑

k=1

EXk

)2
= 0

Prove that
n∑
k=1

Xk

/ n∑
k=1

EXk
P−→ 1 (n→∞)

8. (20 points). Let {X,Xk}k≥1 be an i.i.d. sequence with the common distribution
P{X = −1} = P{X = 1} = 1/2. Set

S0 = 0 and Sn = X1 + · · ·+Xn n = 1, 2, · · ·

(1) Prove that for any θ > 0,

Mn = (cosh θ)−n exp{θSn} n = 0, 1, · · ·

is a martingale under the filtration {Fn}n≥0 given as

F0 = {φ,Ω} and Fn = σ{S1, · · · , Sn} n = 1, 2, · · ·

Here we recall that coshx = ex+e−x

2 .

(2). Define τ = min{n ≥ 1; Sn = 2023} in the covention that τ = ∞ if Sn 6= 2023
for all n ≥ 1. Prove that for any θ > 0,

E(cosh θ)−τ1{τ<∞} = exp{−2023θ}

and derive that τ <∞ a.s.

9. (10 points). Let {X,Xk}k≥1 be an i.i.d. sequence with EX = 0 and EX2 < ∞
and set

S0 = 0 and Sn = X1 + · · ·+Xn n = 1, 2, · · ·

Let τ be a stopping time with respect to the filtration {Fn}n≥0 given as

F0 = {φ,Ω} and Fn = σ{S1, · · · , Sn} n = 1, 2, · · ·

such that Eτ <∞. Prove that

E max
1≤k≤τ

S2
k ≤ 4Eτ · EX2
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Probability Prelim August 13, 2021

1. (12 pts) Let the integer n ≥ 2 and A1, · · · , An be events in a probability space in
(Ω,F , P ).

(a). Show that

P
( n⋃
i=1

Ai

)
≤

n∑
i=1

P (Ai)−
n∑
i=2

P (A1 ∩Ai).

(b). Deduce the following improvement on the sub-additivity

P
( n⋃
i=1

Ai

)
≤

n∑
i=1

P (Ai)− max
1≤k≤n

n∑
i 6=k

P (Ak ∩Ai).

2. (10 pts) Let {X,Xn}n≥1 be an i.i.d. sequence of non-negative random variables
with the common distribution function FX(x) satisfying

lim
x→0+

FX(x)

x
= λ

for some λ > 0. Prove that the sequence

n min
1≤k≤n

Xk n = 1, 2, · · ·

converges in distribution and identify the limiting distribution.

3. (11 pts) Let {Xn}n≥1 be an independent sequence of integer-valued random vari-
ables. Prove that the series

∞∑
n=1

Xn

converges almost surely if and only if

∞∑
n=1

P{Xn 6= 0} <∞.

4. (10 pts) Let {Xn}n≥1 be an i.i.d. sequence of standard normal random variables
and set

Zn = exp
{ n∑
k=1

Xk −
n

2

}
n = 1, 2, · · · .

(a). Prove that Zn converges almost surely and identify the limit.

(b) Does Zn converge in L1? (To receive the credit, you have to prove your conclusion).
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5. (12 pts) (a). Let X and Y be two independent standard normal random variables.
Use the method of characteristic function to show that

X1 =
X + Y√

2
and X2 =

X − Y√
2

are independent standard normal random variables.

(b) Let X be a standard normal random variable and let the random variable ξ be
independent of X and have the distribution P{ξ = −1} = P{ξ = 1} = 1/2. Set Y = ξX.
Prove that X and Y are uncorrelated but dependent standard normal random variables.

6. (10 pts)Let {Xk}k≥1 be a sequence of i.i.d. positive random variables with EX1 = µ
and σ2 = Var(X1) <∞. Set

Sn =
n∑
k=1

Xk n = 1, 2, · · · .

Prove that √
Sn −

√
nµ

d−→ N
(
0, σ2/(4µ)

)
(n→∞).

7. (10 pts) Let X and Y be random variables defined on a common probability space
(Ω,A, P ) and let G ⊂ A be a sub-σ-field. Show that if E[Y |G] = X and E[X2] = E[Y 2] <
∞, then X = Y a.s.

8. (10 pts) Let Xn be a non-negative martingale. Prove that for any stopping time τ
with τ <∞ a.s., and any integer k ≥ 1,

EXτ+k = EXτ .

9. (15 pts) Let {X,Xn}n≥1 be an i.i.d. sequence with the common distribution
P{X = −1} = P{X = 1} = 1

2 . Set

S0 = 0 and Sn = X1 + · · ·+Xn n = 1, 2, · · · .

and let a, b > 0 be integers. Set

τ1 = min{n ≥ 1; Sn = −a} and τ2 = min{n ≥ 1; Sn = b}.

(i). Prove that E(τ1 ∧ τ2) <∞.

(ii). Compute P{τ1 < τ2} and P{τ1 > τ2}.

(iii). Compute E(τ1 ∧ τ2).

(Hint for (i), (ii), (iii): Wald’s equations).
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UT, Knoxville Stochastics Preliminary Exam August 12, 2020

Name:

1. (10 points) Prove the following generalization of subadditivity: For any events Bi ⊂ Ai in a
probability space (Ω,F ,P)

P
!"

i

Ai

#
− P

!"

i

Bi

#
≤

$

i

!
P(Ai)− P(Bi)

#

provided
%

i P(Ai) < ∞.

2. (14 points) Recall that ‖X‖p = (E|X|p)1/p is the Lp-norm of a random variable X, p ∈ [1,∞),
and ‖X‖∞ = inf{c ≥ 0 : P(|X| ≤ c) = 1} is the L∞-norm of X. Show that
(a) the function [1,∞) ∋ p )→ ‖X‖p is nondecreasing;
(b) limp→∞ ‖X‖p = ‖X‖∞.

3. (16 points) Let Xn be i.i.d. exponential random variables with mean 1. Prove that

max{X1, . . . , Xn}
lnn

→ 1 a.s. as n → ∞.

[Hint: First show that lim supn→∞
Xn
lnn = 1 a.s.]

4. (14 points) Let Xn, n ≥ 1 be random variables and let Sn = X1 + · · ·+Xn. Show that {n−1Sn}
is uniformly integrable under each of the following two conditions
(a) Xn are uncorrelated and have the same mean and the same variance for every n;
(b) Xn are i.i.d. with finite expectation.

5. (14 points) Given a bounded and continuous function f(x) on [0,∞), prove that

lim
n→∞

e−nx
∞$

k=0

f
&k
n

'(nx)k

k!
= f(x) ∀x ≥ 0

6. (14 points) Let {Xn} be an i.i.d. sequence such that P{X1 = e−1} = P{X1 = e} = 1/2.
Prove that the random sequence

( n)

k=1

Xk

*1/
√
n

n = 1, 2, · · ·

converges in distribution and determine the limit distribution.

7. (12 points) Let τ be stopping times with respect to filtration {Fn}. Show that a random variable
Y is Fτ -measurable if and only if Y 1{τ = n} is Fn-measurable for each n.

8. (12 points) If {Xn} is a martingale and it is bounded either from above or below by a constant
K, then {Xn} is bounded in L1.

9. (14 points) Let X and Y be integrable random variables with E(Y |X) = X and E(X|Y ) = Y .
Prove that X = Y a.s.
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Name:

1. (12 points) Let An be the square {(x, y) : |x| ≤ 1, |y| ≤ 1} pinned at (0, 0) and rotated through
the angle 2πnθ. Give geometric descriptions of lim supnAn and lim infnAn when

(a) θ = 1/8;

(b) θ is irrational. [Hint: 2πnθ reduced modulo 2π are dense in [0, 2π] if θ is irrational.]

2. (12 points) (i) Let An be events such that P(An) → 0 and
∞

n=1 P(Ac
n ∩ An+1) < ∞. Show that

P(An i.o.) = 0.
(ii) Find an example of a sequence An to which the result in (i) can be applied but the Borel-
Cantelli lemma cannot.

3. (12 points) Let {Xn} be independent random variables. Show that P(supnXn < ∞) = 1 if and
only if ∃ c < ∞ such that


n P(Xn > c) < ∞.

4. (14 points) Let Xn ≥ 0 be independent random variables. Show that the following are equivalent:
(i)

∞
n=1Xn < ∞ a.s. (ii)

∞
n=1{P(Xn > 1) + E[Xn1)Xn≤1)]} < ∞.

5. (12 points) Let Sn =
n

i=1Xi, where Xi are i.i.d. with Xi ≥ 0, EXi = 1, and Var(Xi) = σ2 ∈
(0,∞). Show that 

Sn −
√
n

d→ N(0,σ2/4) as n → ∞.

6. (14 points) For given n ≥ 1, let X1, . . . , Xn be independent uniform on [−n, n] random variables.
Put

Yn =

n

i=1

sgn(Xi)

|Xi|β
,

where β > 1/2 is a constant. Show that Yn converges in distribution as n → ∞ to a random
variable with characteristic function φ(t) = exp(−c|t|1/β), where c is a positive constant.

7. (12 points) Let σ and τ be stopping times with respect to filtration {Fn}. Show that
(i) σ ∧ τ := min{σ, τ} is a stopping time and Fσ∧τ = Fσ ∩ Fτ ;
(ii) For any integrable random variable Y

E{E[Y | Fτ ] | Fσ} = E{E[Y | Fσ] | Fτ} = E[Y | Fσ∧τ ].

8. (10 points) Let ξ, ξ1, ξ2, · · · be random variables with ξn → ξ in L1. Show for any increasing
σ-algebras Fn that E[ξn | Fn] → E[ξ | F∞] in L1, as n → ∞.

9. (12 points) Let Xn and Yn be nonnegative integrable random variables adapted to increasing σ-
algebras Fn. Suppose E[Xn+1 | Fn] ≤ Xn+Yn, with E[


n Yn] < ∞. Prove that Xn converges a.s.

to a finite limit.
[Hint: Verify that Wn = Xn −

n−1
i=1 Yi is a supermartingale.]
























































